Machine learning reveals the importance of the formation enthalpy and atom-size difference in forming phases of high entropy alloys
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HIGHLIGHTS

• The accurate thermodynamic properties of alloys can be calculated quickly by extended Miedema theory
• The feature variables are optimized by Kernel Principal Component Analysis.
• The phases of multi-principal element alloys are distinguished well by support vector machine of machine learning model.

GRAPHICAL ABSTRACT

ABSTRACT

Despite outstanding and unique properties, the structure-property relationship of high entropy alloys (HEAs) is not well established. The machine learning (ML) is used to scrutinize the effect of nine physical quantities on four phases. The nine parameters include formation enthalpies determined by the extended Miedema theory, and mixing entropy. They are highly related to the phase formation, common ML methods cannot distinguish accurately. In this paper, feature selection and feature variable transformation based on Kernel Principal Component Analysis (KPCA) are proposed, the feature variables are optimized, the distinction of phases is carried out by Support vector machine (SVM) model. The results indicate that elastic energy and atom-size difference contribute significantly in the formation of different phases. The accuracy of testing set predicted by SVM based on four feature variables and KPCA (4V-KPCA) is 0.9743. The F1-scores predicted detailedly by SVM based on 4V-KPCA for the considered alloy phases are 0.9787, 0.9463, 0.9863 and 0.8103, corresponding to solid solution, amorphous, the mixture of solid solution and intermetallic, and intermetallic respectively. The extended Miedema theory provides accurate thermodynamic properties for the design of HEAs, and ML methods (especially SVM combined KPCA) are powerful in the prediction of alloy phases.

© 2020 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

The conventional alloys were designed primarily on the basis of one or two principal constituent elements and a few other alloying elements
to adjust their microstructures and properties. However, the addition of alloying elements might result in the formation of some brittle intermetallic compounds, and the mitigation of the mechanical properties. It is a desirable and continuous effort to discover the relationships among the alloying elements, the composition of alloying elements, and the performance of alloys. The alloys composed of several constituent elements with equal atomic composition are named multi-principal element alloys (MPEAs). The seminal papers of Yeh et al. [1] and Cantor et al. [2] proposed a new class of materials and increased the awareness of the understanding for alloy design. The alloys such as high-entropy alloys (HEAs), which were subject to MPEAs, typically comprise of five or more constituent elements (for brevity, the term HEA is used for both of HEA and MPEA in this paper). They possess a single phase with a face-centered cubic (FCC), body-centered cubic (BCC), or hexagonal close-packed (HCP) structure [3]. Since then, HEAs have attracted considerable attentions and research interests [4–7]. Due to the high entropy effect, lattice distortion effect, hysteretic effect among alloying elements, HEAs show excellent characteristics different from conventional alloys in mechanical properties [8–10], high temperature properties [11–13], corrosion resistance properties [14–16], and magnetic properties [17–19].

A few of theoretical methods [20] have been used to design HEAs, such as CALPHAD method [21,22], ab-initio calculations [23,24], and Monte Carlo Simulation [25,26]. These methods have reliable theoretical basis for the design of HEAs. However, they are limited to simple cases due to complexity, time-consuming process, and/or low efficiency. Alternatively, Zhang et al. [27,28] and Senkov et al. [29] proposed an empirical method to predict the formation of phases in HEAs. Poletti et al. [30] proposed electronic parameters for alloys (e.g., electronegativity, valence electron concentration (VEC), itinerant electron concentration) to improve the formulation of HEAs. However, the accuracy for distinguish of different phases is far below satisfactory. Experimentally, the formation of different phases depends on the preparation process. The preparation methods [31] for HEAs include the melt-cast process, powder metallurgy, melt spinning, and deposition techniques [32,33]. In the procedure of alloy prepared, the cost, processing ability, and the experimental complexity need to be considered. Despite these difficulties, quite a few of meaningful data for HEAs have been obtained by theoretical and/or experimental methods.

Computer simulation technology has been widely applied to the design of complex material systems. The long-term accumulation of the high-throughput calculations and experiments provides a meaningful material database. The new computer data processing method that collates the existing data and discovers complex predictive relationship among multiple variables to evaluate the properties of new materials has already become an important new path for material design. In the past few years, machine learning (ML), one of the data processing methods, has been used to design new materials and predict various performances of materials [34–40]. Pilania et al. [41] demonstrated a systematic feature-engineering approach and a robust learning framework based on ML for accurate predictions of electronic bandgaps of double perovskites. Ubaru et al. [42] used ML methods such as sensitivity analysis, least absolute shrinkage and selection operator (LASSO) based methods, and Support Vector Machine to predict the formation enthalpies of binary intermetallic compounds. Choudhury et al. [43] classified the HEAs based on several ML algorithms such as K-nearest neighbor (KNN), support vector machine (SVM), logistic regression, naïvebased approach, decision tree and neural network. Gong et al. [44] classified superheavy elements based on ML, and found the relationship between atomic data and classification of elements. Huang and Islam et al., and Zhuang’s group [45,46] have predicted the phases of HEAs based on ML methods including KNN, SVM, and artificial neural network (ANN). They concluded that the trained ANN model is the best and thus the most useful in predicting the formation of new HEAs. Zhou et al. [47] have compared the sensitivity measures of the 13 design parameters based on the result of the ANN model. As aforementioned, many initiate researches on materials design by ML have been made. However, there is ample room for improvement in the construction of data samples for alloy systems, the generalization ability, the learning effectively, and the accuracy for models.

In the implementation of ML methods, an important question is how to select relevant and effective features of alloys. The feature represents the basic attributes for alloy or constituent elements of alloy system. The properties include the thermodynamic properties (e.g., enthalpy, entropy), the atomic radius, VEC [48], parameter $\Omega$, and atom size difference $\delta$ [28] etc. In the empirical prediction of alloy phases, the empirical rules are summarized as $\Omega \geq 1.1$ and $\delta \geq 6.6\%$ for the solid solution phase. However, the discrimination of phases is not good enough, especially for the mixture of different phases. In this work, the thermodynamic properties of HEAs calculated with Miedema theory and atomic attributes were used to establish a dataset for HEAs. We considered nine parameters, including mixing enthalpy of amorphous phase ($H_{AM}$), formation enthalpy of intermetallic compound phase ($H_{IM}$), formation enthalpy of solid solution phase ($H_{SS}$), elastic energy of alloy ($H_{E}$), mixing enthalpy of liquid phase ($H_{L}$), mixing entropy of alloy ($S_{mix}$), weighted melting temperature of alloy ($T_{m}$), atomic size difference $\delta$ and parameter $\Omega$. In addition, several ML algorithms were applied to select feature, train data, model and predict different phases for HEAs.

## 2. Methods

### 2.1. Establishing the dataset

The dataset is firstly built up from Refs [15, 28, 29, 49–53] containing 566 entries. After the removal of the duplicated data, the new dataset is composed of 407 HEAs, consisting of 215 solid solutions (SS), 12 intermetallic compounds (IM), 142 mixtures of solid solutions and intermetallic compounds (SS + IM), and 38 amorphous alloys (AM). The nine corresponding properties for HEA were used for feature variables in ML.

Ouyang’s model [54] based on Miedema theory [55], which has a good prediction [56–59] of the formation enthalpies for multicomponent alloys, was used to predict the thermodynamic properties, such as $H_{AM}$, $H_{SS}$, and $H_{L}$. The formation or mixing enthalpy for binary alloy is calculated by Miedema theory as:

\[
\begin{align*}
\delta &= \frac{V_1}{V_2} - 1,
\end{align*}
\]

\[
\begin{align*}
\alpha &= \frac{\rho_1}{\rho_2} - 1,
\end{align*}
\]

\[
\begin{align*}
\gamma &= \frac{\gamma_1}{\gamma_2} - 1,
\end{align*}
\]

\[
\begin{align*}
H_{AM} &= H_1 + H_2 - \gamma_1 \gamma_2 V_1 V_2,
\end{align*}
\]

\[
\begin{align*}
H_{SS} &= H_1 + H_2 - \gamma_1 \gamma_2 (V_1 V_2 - V_1^2 - V_2^2),
\end{align*}
\]

\[
\begin{align*}
H_{L} &= \frac{\gamma_1 \gamma_2 (V_1 V_2 - V_1^2 - V_2^2)}{\rho_1 \rho_2},
\end{align*}
\]

where $V$, $\varphi$, and $n$ are mole volume, electron chemical potential and electronic density at the Wigner-Seitz cell boundary, respectively. $P$, $Q$, $R$, $\alpha$, $\gamma$ and $\sigma$ are empirical parameters, in which $Q/P = 9.4$, $\alpha = 0.73$ for a liquid alloy, $\alpha = 1$ for a solid alloy, $\gamma = 0$ for random status (i.e. liquid and solid solution phase), $\gamma = 5$ for amorphous phase, $\gamma = 8$ for intermetallic phase, respectively. The description of all abovementioned parameters referred to Ref. [55].

As for the binary alloy, the elastic energy was estimated by the following formulas:

\[
\begin{align*}
E_{\text{elastic}} &= \frac{1}{2} K_B (1 - \nu) \left(\frac{L_1}{L_2} - 1\right)^2,
\end{align*}
\]

\[
\begin{align*}
E_{\text{shear}} &= \frac{1}{2} G_s \delta_2 (1 - \nu) \left(\frac{L_1}{L_2} - 1\right)^2,
\end{align*}
\]

where $B$ and $G$ are the bulk modulus and shear modulus, respectively.

On the basis of the properties for binary alloys, the thermodynamic properties for the HEAs were calculated by the extended geometric model [54].
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The features $S_{\text{nano}}$, $T_{\text{m}}$, $\delta$ and $\Omega$ can be calculated as following:

\begin{align}
(8) \\
(9) \\
(10) \\
(11)
\end{align}

where $x_i$, $(T_m)_i$, and $r_i$ refer to the atomic concentration, melting temperature and atomic radius of the $i$th element, respectively. $R$ in Eq. (8) denotes the gas constant. $H_{\text{SS}}$ is the formation enthalpy of solid solution phase for HEAs.

2.2. Feature selection

The feature selection is often used to reduce feature space dimensionality and remove noisy and redundant features [60–62]. It aims to select a small subset of original features that minimize redundancy and maximize relevance, and it is superior in terms of better readability and interpretability.

Pearson correlation coefficient (PCC) [63] belonging to statistical index is expressed as:

\begin{equation}
(12)
\end{equation}

where $r_{xy}$ ranges from $-1$ to $1$ and is constant for linear transformation of either variables. Pearson correlation coefficient represents the strength of the linear relationship between two random variables $x$ and $y$. The positive (negative) sign of the correlation coefficient corresponds that these variables correlate directly (inversely), otherwise $r_{xy} = 0$, meaning they are uncorrelated. The closer the value of $|r_{xy}|$ is to $1$, the stronger the measure is to the linear relationship. This is because correlation measures reflect trends in the expression levels of each pair in the two profiles.

Univariate feature selection [62] helps to determine the strength of the relationship between each feature and the target variable through some statistical methods or ML algorithms such as Chi square, F-test, and Mutual Information. The features are ranked and extracted according to the strength of relationship. The screened feature variables should be used for the training, testing and verifying for ML models. Therefore, univariate feature selection is often used as a preprocessor before applying the estimation model to the dataset. Compared to Pearson correlation coefficient, univariate feature selection has better performance for the discrete data.

Stability selection [64], which is based on subsampling in combination with selection algorithms (e.g., regression, SVM), is a relatively novel method for feature selection. The high-level idea is to apply the feature selection algorithm to different subsets of data and different subsets of features. After repeating the process several times, the selection results can be aggregated. The strong features will have scores close to 100%; the weak relevant features will have non-zero scores; and the irrelevant features will have scores (close to) zero. In this paper, the randomized Lasso algorithm was used to estimate the stability.

2.3. Machine learning algorithms

To predict phases of HEAs, the key topic is to seek the relationship between some properties of alloys and the corresponding phases, and then different alloy phases can be distinguished. In fact, this is a classification problem. The relationship may be explicit (e.g., functional expression) or implicit (e.g., mapping matrix). The aforementioned empirical methods belong to explicit functions. By contrast, the ML algorithm is able to get the implicit mapping matrix. The classification algorithms such as Multilayer perceptron (MLP), SVM and Gradient boosting decision tree (GBDT) were used for the predictions.

2.3.1. Multilayer perceptron

Multilayer perceptron [65] is considered feed-forward neural networks because all data flow in only one direction, from input to output units. MLP viewed as a universal approximator is very fast and easy to use. MLP is given as follows:

\begin{equation}
(13)
\end{equation}

where $x_i$ for $i = 1, 2, ..., n$, is inputs, $y$ is output, $w_i$ is the weights with the $i$th input, and $\theta$ is a threshold. Most often $\phi(x)$ is $\left(1 + e^{-x}\right)^{-1}$.

This neural network consists of multiple processing units. Each unit performs a biased weighted sum of its inputs and passes this activation level through a transfer function to generate output, and the units are arranged in a layered feed-forward topology. The learning of MLP is accomplished by adjusting the weights of connections between neurons. MLP is a nonlinear classifier and is suitable for handling discrete data.

2.3.2. Support vector machine

Support vector machine [66] is one of the binary classifiers based on maximum margin strategy, which is a concise and effective classification method based upon statistical learning theory. SVM maps input vectors into a high dimensional feature space to obtain the optimal separation hyperplane. SVM was originally used for linear classification with margin, and was extended to nonlinear examples until the nonlinear separation problem was transformed into a high dimensional feature space. The separation hyperplane is determined by the support vector, so it has strong robustness to outliers and is more suitable than other classification algorithms for dealing with unbalanced class problems.

In the linearly separating case, the decision surface equation of the separating hyperplane can be written [67] as:

\begin{equation}
(14)
\end{equation}

where $x$ is input vector, $w$ is an adjustable weight vector and $b$ is bias.

In the nonlinearly separating case, the decision surface equation of the separating hyperplane can be written [67] as

\begin{equation}
(15)
\end{equation}

where $\alpha_i$ is a Lagrangian multiplier, $d_i$ is expectation response, and $k(x, x_i)$ is called kernel function. Different kernel functions, including linear kernel $(x'x)$, polynomial kernel $(|x'x + 1|^{\gamma})$, RBF kernel $(\exp(-||x-x_i||^2))$ and sigmoidal kernel $(\tanh(\gamma(x'x + C)))$ can be used in SVMs for the nonlinear problem.

2.3.3. Gradient boosting decision tree

Gradient boosting decision tree [68,69] is an ensemble model of decision trees, which is trained in sequence and learned by fitting the negative gradient. GBDT is an enhancement algorithm originally used for regression task. GBDT can also be used for classification tasks by using suitable loss functions. In order to avoid over-fitting, it is very important to choose the correct number of iterations in the gradient boosted forest. Setting it too high may result in overfitting, and setting it too low may result in underfitting. GBDT over-fitting can also be greatly reduced through random sampling training.

With the training dataset $\{x_i, y_i\}$, the approximation function can be expressed as [69]:

\begin{equation}
(16)
\end{equation}

where the corresponding training dataset of decision tree $h_i$ is $\text{and } \gamma_i$ is $\text{. It indicates the update rate for GBDT. With its increasing depth the decision tree constantly corrects the errors left by the previous model, thus it improves the prediction effect of GBDT.}$
2.3.4. Kernel principal component analysis

Kernel Principal Component Analysis integrates kernel function on traditional linear Principal Component Analysis (PCA), and it is helpful to solve the nonlinear problems. PCA is a powerful technique for extracting a structure from potentially high-dimensional datasets, and KPCA [70,71] calculates principal components in a high-dimensional feature space that is nonlinearly related to the input space. By adjusting parameters of KPCA, KPCA can achieve dimensionality reduction and expanding dimensions of input data. The kernel function in KPCA is similar to the kernel function used in SVM. In this paper, the poly kernel function was used to predict the classification.

3. Results and discussion

3.1. Feature selection

PCCs have been calculated to analyze the correlation between the properties (i.e. $H_{AM}$, $H_{IM}$, $H_{SS}$, $H_{L}$, $S_{mix}$, $T_{m}$, $\delta$, $\Omega$) for HEAs and different phases in Fig. 1. From Fig. 1, the PCCs for $H_{SS}$ and $\Omega$ are close to zero in the first column. This indicates that $H_{SS}$ and $\Omega$ are irrelevant with phases. The PCC for $T_{m}$ is very small, and it is also irrelevant. The PCCs for $H_{AM}$, $H_{IM}$, $H_{L}$ and $S_{mix}$ are around 0.3, which indicates there is a certain degree of relevance. The absolute value of PCCs for $H_{E}$ and $\delta$ are larger than 0.5, which shows $H_{E}$ and $\delta$ are strongly relevant.

On the other hand, the values of mutual PCCs for $H_{AM}$, $H_{IM}$, $H_{SS}$ and $H_{L}$ are very close to 1, indicating that they are strongly relevant. The formation enthalpy has been calculated on the basis of Miedema theory (Eqs. (1)–(5)) and extended geometric model. In these equations, the expressions are similar and just several parameters (i.e. $\alpha$ and $\gamma$) should be changed in different phases. Even so, the effect of the changes for parameters (i.e. $\alpha$ and $\gamma$) is still small, and the expressions show strong relevance in the mathematical sense. It can be seen from the above correlation analysis for the PCCs of nine feature variables that the parameters $H_{SS}$, $T_{m}$ and $\Omega$ are redundant variables.

However, the PCC can only describe the linear dependency between variables. If there is a nonlinear correlation between variables, the result for PCC is poor. Therefore, other methods should be used to further evaluate the correlation for feature variables.

The correlation of phases between feature variables is illustrated in Fig. 2. These correlations have been evaluated by PCC, univariate feature selection, and stability selection. The larger the values for univariate feature selection and stability selection are, the stronger the correlation is. For the univariate feature selection, the values of $H_{SS}$, $T_{m}$ and $\Omega$ are significantly smaller than the rest, which indicates that these feature variables are strongly relevant with phases. For the stability selection, the value of $H_{SS}$, $T_{m}$ and $\Omega$ are almost zero, and the value of $H_{AM}$ is very close to zero. This indicates the corresponding feature variables are irrelevant with phases, and the remaining variables are strongly relevant with phases.

From the comparison of the above three methods for feature selection, the results of $H_{E}$ and $\delta$ are consistently strong relevance. According to the Hume-Rothery rules [72] for the solubility in binary alloy systems, the atomic size and the formation enthalpy will affect the formation of the solid solution phase. First, if the atomic size difference of the constituent elements of alloy is $>15\%$, it is the most improbable to form solid solution. Second, compared with solid solution, the more negative formation enthalpy is, the more likely the alloys form intermetallic compound. On one hand, the parameter $\delta$ proposed by Zhang et al. [27,28] indicates the size effects for the component of alloys, with $\delta \leq 6.6\%$. Takeuchi and Inoue [73,74] also proposed similar criterion. The larger difference of atomic size for component in alloys can result in disordered arrangement of atoms, and benefit on amorphous forming. On the other hand, the elastic energy is positive, and the formation enthalpy is the sum of chemical enthalpy and elastic energy. Thus the elastic energy can shift the formation enthalpy towards positive. The formation enthalpy of small magnitude benefits to form solid solution. In view of this, we classify different phases by two variables with $H_{E}$ and $\delta$, as follows.
The relationship between $H_E$ and $\delta$ with different alloy phases is displayed in Fig. 3. Surprisingly, both 3D scatter plot and the projection drawing of $H_E$ and $\delta$ are not enough to distinguish different phases. Some other properties also contribute to the formation of phase. It is important that a number of properties for HEAs must be used to establish efficient dataset from feature variables.

Furthermore, the feature variables of $H_{AM}$, $H_E$, $H_T$, $S_{max}$ and $\delta$ are relevant with phases, these thermodynamic properties are efficient feature variables, and the value of variance for $\delta$ is small and indicates high consistency. $H_{SS}$, $T_m$ and $\Omega$ are irrelevant with phases, and these properties are redundant. This result is contrary to Zhang’s point of view [27,28] where the parameter $\Omega$ is important for the forming of solid solution, and the larger $\Omega$ would facilitate the formation of solid solution. This discrepancy may be attribute to the fact that the parameter $\Omega$ calculated indirectly from $T_m$, $S_{max}$ and $H_{SS}$, but $T_m$ and $H_{SS}$ are redundant, and $S_{max}$ is not strongly relevant with the phases, resulting in that the parameter $\Omega$ is irrelevant. The results of $H_{IM}$ in different methods are discrepant, so it is impossible to be eliminated. Therefore, the efficient subset can consist of the feature variables with $H_{AM}$, $H_{IM}$, $H_E$, $H_T$, $S_{max}$ and $\delta$.

3.2. Classification by machine learning algorithms

The models of MLP, SVM and GBDT were used to predict the phase with the new subset, which consists of six feature variables. The learning curve for $k$-fold cross validation was used to select models and evaluate the performance of fitted models. 30% of the dataset was extracted randomly as the testing set (hereinafter the proportion of the test set is 30%), and the numbers of $k$-fold are 10 (hereinafter the value of $k$-fold for cross validation is 10). The learning curves based on six feature variables (6 V) predicted by adjusting the parameters with different models are shown in Fig. 4(a).

From Fig. 4(a), all learning curves are convergent, and there is slight overfitting in the models. However, the curves are still steep, indicating that the models have a fast learning rate. The evaluated result of prediction model for SVM is better than those for MLP and GBDT. The learning curve for MLP is not stable, and that for GBDT is slow in converging. The accuracy of SVM with its faster convergence rate and higher stability is about 0.75 for the testing data. In addition, the dataset only has 407 samples, which leads to instability of the learning curve for MLP, but the models for SVM and GBDT are not sensitive to the number of samples.

The accuracy 0.75 is obviously not satisfactory. It is challenging to improve the accuracy of prediction. Previously, the method of reducing the feature variables has been used to optimize the data structure. The low evaluation accuracy is not enough to predict the different phases of HEA. Conversely, does increasing the feature variable improve prediction accuracy? Zhou et al. [47] used thirteen parameters to build subset and train the ML model. Tancret et al. [75] trained ML model based on nine physical parameters, Zhang et al. [76] used fourteen empirical materials descriptors to train the ML model. The more feature variables, the more information can be provided. But the redundant feature variables still cannot be increased. Kernel Principal Component Analysis (KPCA) can be used to expand dimension and increase feature variables. The KPCA model was optimized by adjusting parameters, and the feature variables with 6 dimensions is expanded to 11 dimensions. The preprocessed data can be used to train the prediction model. The learning curves for prediction model based on six feature variables and KPCA (6V-KPCA) are displayed in Fig. 4(b). Compared to Fig. 4(a), the values of predictive accuracy for train and test increase substantially. The accuracies of training set and testing set converge to a higher value. The accuracy of training set for SVM model is close to 0.975. Thus, expanding dimension benefits to distinguish different phases. The preprocessing of KPCA provides more valuable information for the classification in ML models.

Our aforementioned results suggest that expanding dimensions can improve the predictive accuracy. It is equivalent to increasing the number of variables from a certain perspective. Does that mean the more variables will lead to better predictive results by expanding dimensions? In the following, we make an attempt to predict phases using different ML models based on nine feature variables and KPCA (9V-KPCA). The KPCA model was optimized by adjusting parameters. The feature variables with 9 dimensions is expanded to 20 dimensions. In Fig. 4(c), the learning curves perform well, but the results are still not as good as those in Fig. 4(b). The predictive accuracy of SVM model is <0.975. Therefore, the feature selection is necessary. The redundant feature variable can interfere with the ML model and degrade the predictive accuracy.

The strongly relevant feature variable has great influence on prediction. Furthermore, we analyze the above six feature variables in Fig. 2. The variables $H_E$ and $\delta$ are relevant consistently in the different feature
selection models. \( H_E \) and \( S_{\text{mix}} \) must be preserved because of relevance. In contrast, \( H_{\text{AM}} \) and \( H_{\text{IM}} \) show a certain relevant in PCCs. The rest show little or even no correlation in other evaluation matrices. The PCC performs better in the evaluation of linear correlation. For the present nonlinear problem, the error of the evaluation by univariate feature selection and stability selection might be smaller. Thus the efficient subset is further refined and consist of the feature variables with \( H_E, H_L, S_{\text{mix}} \) and \( \delta \).

The KPCA model was optimized by adjusting parameters, and the feature variables with 4 dimensions is expanded to 13 dimensions. The learning curves for prediction model based on four feature variables and KPCA (4V-KPCA) are illustrated in Fig. 4(a). Compared with Fig. 4 (b) and (c), the learning curve of 4V-KPCA performs best in both predictive accuracies, convergence and learning rate. In particular, the predictive accuracy of SVM model attains as much as 0.98.

In order to reduce the random error, the learning processes were carried out 30 times and the results were averaged. The predictive accuracy of different phases is illustrated in Fig. 5 with the models of MLP, SVM and GBDT. The overall performances are consistent with the above mentioned methodologies. The results for SVM and GBDT are better than that for MLP. Among the preprocessing methods, 4 V-KPCA performs best by the optimized feature variables and KPCA. The worst predictive results were obtained by six unprocessed feature variables. The accuracies of testing set predicted by SVM, GBDT and MLP for 4 V-KPCA are 0.9743, 0.9780 and 0.9396, and those for training set are 0.9952 and 1, and 0.994. The worst fitting for MLP may be caused by its instability. The difference of the accuracies predicted by GBDT based on 4 V-KPCA between training set and testing set is 0.022, which is bigger than that for SVM. The model of SVM shows better convergence. From

**Fig. 4.** The learning curves for different predictive models: (a) The model based on six feature variables (6V); (b) The model based on six feature variables and KPCA (6V-KPCA); (c) The model based on nine feature variables and KPCA (9V-KPCA); (d) The model based on four feature variables and KPCA (4V-KPCA).

**Fig. 5.** The predictive accuracies of different preprocessing methods and different models. 6V indicates the six feature variables are unprocessed; 6V-KPCA indicates that the six feature variables are processed by Kernel PCA; 4V-KPCA indicates that the four feature variables are processed by Kernel PCA. MLP indicates multilayer perceptron model; SVM indicates support vector machine model; GBDT indicates gradient boosting decision tree model.
In the variance perspective, the smaller variance means the more stability of the model. The results of variance predicted by MLP based on 4 V-KPCA for both training set and testing set are not good enough. From Figs. 4-5, the results reflect that the increment of the number of precise feature variable improves the predictive accuracy. The negative effect of redundant feature variable will be further magnified by expanding dimension of KPCA. The more dimensions KPCA expands, the more complex the relationships between them become. A model with too many variables ends up degrading the results. Therefore, it is essential to select the most important feature variables and appropriately expand dimensions.

The predictive accuracies of SVM and GBDT in Fig. 4(d) and 5 are slightly different. It is convenient and fast to evaluate the predictive effect of the ML models using accuracy, which, however, is too simple and rough. For imbalanced data, the evaluation of F1-score [77] which comprehensively considered the precision and recall will be more sensitive. The evaluation results of the classification prediction for each phase with F1-score predicted by 6 V, 6 V-KPCA and 4 V-KPCA methods are given in Fig. 6.

There are remarkable differences in the predictive F1-scores for different phases and methods. Compared with the predictive accuracies, the results of F1-score for 4 V-KPCA still perform the best. We analyze Fig. 6(c) in detail. The F1-score of IM phase is the lowest. The value of variance for IM is larger than those of the rest. The predictive F1-score for amorphous phase ranges from 0.8877 to 0.9463, and that for solid solution phase ranges from 0.9567 to 0.9787. The F1-score for solid solution and intermetallic phase performs best and ranges from 0.9603 to 0.9863. This result indicates that the amorphous phase, solid solution phase, and solid solution and intermetallic phase can be separated by ML models. The predictive F1-score for intermetallic compound ranges from 0.3613 to 0.8103. The F1-score is significantly lower than those obtained in other phases. The main reason is probably the following. On one hand, the number of samples for intermetallic compound is too small (i.e. 12). This is called imbalance of samples in ML. Too little sample data leads to underfitting of the model. The largest variance also confirms the imbalance of samples. On the other hand, from Fig. 4(d), the model has low predictive accuracy when the number of samples is small. It is noteworthy that the model for SVM still fits better than the other two when the number of samples is very small, this is inseparable from the preprocessing feature variables by KPCA. For intermetallic phase, the intermetallic is often precipitated in small amounts in solid solution matrix. Then the present model does not fit well. However, the predictive accuracy of 0.8103 for SVM is still significant for the prediction of mixtures of solid solution and intermetallic phase.

From the thermodynamic point of view, formation enthalpy plays an important role in formation of phase. According to Miedema theory, the calculation of enthalpy for different phases is different. But the enthalpy of \( H_{AM} \) and \( H_{IM} \) is mainly composed of chemical enthalpy (i.e. \( H_L \)). The chemical enthalpy represents the combined effect of interatomic interactions during alloying under different atoms and structures in the alloy. However, \( H_{AM} \) contains chemical enthalpy and topological energy, the express of \( H_{IM} \) is very similar to that of \( H_L \). The difference between them is small, indicating that the interatomic interactions in different phase are similar. The alternative is chemical enthalpy, where it contributes significantly to the formation of phase. So it is important that \( H_L \) is retained in the feature selection. The elastic energy \( H_E \) and atomic size difference \( \delta \) are closely related to the atomic radius and have the same role. \( H_E \) involves the effect of atomic size, and also involves interactions between atoms of the same structure. Both \( H_E \) and \( \delta \) are important.

---

**Fig. 6.** The predictive F1-scores of different preprocessing methods and different models. (a) F1-scores were predicted based on the unprocessed six feature variables (6 V); (b) F1-scores were predicted based on the six feature variables processed by Kernel PCA (6 V-KPCA); (c) F1-scores were predicted based on the four feature variables processed by Kernel PCA (4 V-KPCA). MLP indicates multilayer perceptron model; SVM indicates support vector machine model; GBDT indicates gradient boosting decision tree model.
is a basic thermodynamic property (chemical mixing entropy) for HEA, thus retained in the feature selection.

Takeuchi and Inoue [73] proposed empirical rule including the chemical enthalpy $\Delta H_f$ and the normalized mismatch entropy $S_{nm}$. Bhatt et al. [78] and Rao et al. [79] further developed empirical criterion including the chemical enthalpy $\Delta H_f$, normalized mismatch entropy $S_{nm}$, the configurational entropy $(S_{nf}/R)$ and $\Delta H_f (S_{nf}/R) (S_{nf}/R)$. In our previous work [57], $\Delta H_f (S_{nf}/R) (S_{nf}/R)$ has been used to predict the amorphous forming composition ranges of Al-Fe-Nd-Zr system. Furthermore, the chemical enthalpy is actually the mixing enthalpy of liquid phase $(H_f)$. The mismatch entropy $S_{nf}$ can be calculated by the equation proposed by Mansoori [80]. In other word, $S_{nf}$ can be calculated by atomic radius and has a strong correlation with $\delta$. $S_{nf}$ is actually $S_{nm}$. Therefore, the thermodynamic properties of chemical enthalpy $\Delta H_f$, mismatch entropy $S_{nf}$ and configurational entropy $S_{nf}$ can be used to distinguish different phases.

Besides in distinguishing between crystalline and amorphous states, the $\Delta H_f$, $S_{nf}$, and $S_{nf}$ play important roles in phase formation. This result is consistent with the previously optimized feature variables of $H_f$, $H_f$, $S_{nm}$ and $\delta$. However, it’s worth noting the empirical criterions from Refs [73, 78, 79] could not predict the different phases well. The functions of empirical criterions are still simple and can not distinguish more complex phases. The deviation of the results in Refs [57,79] indicates that the empirical criterion is not robust. A better criterion should be developed to predict different phases of HEA.

4. Conclusions

The relationship between the phases and the nine thermodynamics properties of HEAs is examined using machine-learning method accompany with extended Miedema theory. The thermodynamic properties of HEAs were calculated by Miedema theory and geometric model. These data were used as feature variables to establish feature dataset for ML. The relative importance of the nine feature properties was evaluated by the feature selection with Pearson correlation coefficient, univariate feature selection, and stability selection. The parameters of $H_f$ and $\delta$ have a strong relevance with phases. However, it need more parameters to distinguish different phases. After removing irrelevant feature variables, the new subset consists of $H_{eff}$, $H_{eff}$, $H_f$, $S_{nm}$ and $\delta$. The ML models of MLP, SVM and GBDT were used to build implicit mapping matrix and classify the dataset. The model of RBF kernel SVM evaluated by learning curve with $k$-fold cross validation has the best fitting. The predictive accuracy based on the six feature variables is 0.7528, which is below satisfactory. The four feature variables of $H_{eff}$, $H_f$, $S_{nm}$ and $\delta$ has been optimized and preprocessed with expanding dimensions by Kernel PCA. The different preprocessed method of KPCA and the different models of MLP, SVM and GBDT were compared. The model of SVM for 4-V-KPCA is the best overall due to higher stability and convergence.

The imbalance of sample leads to the worst fitting of intermetallic phase for the various models. The predictive accuracy and F1-score of the model could be improved by increasing the number of samples and the effective relevant feature variables. The expanding dimensions by Kernel PCA improves the predictive results. The predictive accuracies of SVM and GBDT for 4-V-KPCA are over 0.97. The F1-score of HEA (i.e. SS) for 4-V-KPCA is 0.9787, and that for amorphous phase, mixture of solid solution and intermetallic phase and intermetallic phase is 0.9463, 0.9863 and 0.8103, respectively. All of them are higher than those from using MLP and GBDT. Therefore, the model of SVM combined KPCA is the best ML model for the phase selection of HEAs in present dataset. $H_{eff}$, $H_f$, $S_{nm}$ and $\delta$ are the effective and relevant variables. The present ML model is helpful to distinguish different phases in HEAs, and beneficial to the discovery of the new HEAs.
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